PSC 531 STATA EXERCISES

MULTICOLLINEARITY AND HETEROSKEDASTICITY

Open the states dataset on the class webpage

Create a new variable percent2 which is the percent variable squared.
regress csat percent percent2 high

HETEROSKEDASTICITY

As noted in earlier classes, the predict command allows you to generate new variables containing predicted values such as residuals and standard errors.  

To obtain the predicted errors of the regression simply run the regression and then obtain the estimated residual values through using the predict command. 

Example: 

predict yhat  (provides the predicted y values for the regression)

predict uhat, resid

(provides the predicted residuals.  The predicted residuals are used in the calculation of many of the tests for heteroscedasticity presented in Chapter 11 of Gujarati.)  

Testing  for Heteroskedasticity
To look at the distribution of residuals graphically, we can graph7 the predicted y and residual values created by the predict  command (we did this in earlier classes).  This allows us to examine whether or not there appears to be any pattern to the distribution of the predicted errors, if there is a pattern, then we know we have heteroscedasticity (remember-this is an informal test of heteroscedasticity).  Gujarati, however, graphs the squared residuals with the predicted y values.  

To formally test for heteroskedasticity we can use the hettest command.
hettest   performs the Breusch-Pagan (a.k.a. Cook's Weisberg's) test for heteroskedasticity.  (page 153 of Hamilton).  The null hypothesis for this test is homoskedasticity (constant error variance.)
Correcting for Heteroskedasticity
To obtain the White corrected robust variance estimates, simply type in the robust  option at the end of the regression command.  

regress conflict allies trade democracy, robust

MULTICOLLINEARITY

Use  the states data set you employed above.

Testing for multicollinearity

Recall from Gujarati that one of the easiest ways to test for multicollinearity is to run auxiliary regressions.  To test for multicollinearity for the following polynomial regression first run the full regression and then run an auxiliary regression and compare the two R2 values.
regress high percent percent2 

regress percent percent2 

.Using Klein’s Rule of Thumb, if the R2 for the auxiliary regression is higher than for the original regression, you probably have multicollinearity.
In addition you can examine the Variance Inflation factors (page 166 of Hamilton) to see if there is multicollinearity in your sample.

regress high percent percent2 

vif  

The 1/VIF tells us what proportion of an x variable’s variance is independent of all the other x variables.  A low proportion (e.g., .10) indicates potential trouble.   
Dealing with multicollinearity

When you have polynomial or interaction-effect models it often helps to center the variables (i.e., use the deviation form).  Centering involves subtracting the mean from x variable values before generating polynomial or interaction terms.  Subtracting the mean creates anew variable centered on zero and much less correlated with its own squared values.  The resulting regression fits the same as an uncentered version.  See page 168 of Hamilton for how to created centered variables.  

See Gujarati for other potential corrections to multicollinearity.
